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Summary

1. Understanding variation in rates of speciation and extinction – both among lineages and through time – is

critical to the testing ofmany hypotheses aboutmacroevolutionary processes. BayesianAnalysis ofMacroevolu-

tionary Mixtures (BAMM) is a flexible Bayesian framework for inferring the number and location of shifts in

macroevolutionary rate across phylogenetic trees and has been widely used in empirical studies. BAMMrequires

that researchers specify a prior probability distribution on the number of diversification rate shifts before con-

ducting an analysis. The consequences of this ‘model prior’ for inference are poorly known but could potentially

influence both the probability of accepting models that are more (high error rate) or less (low power) complex

than the generatingmodel.

2. The hierarchical Poisson process prior in BAMM reduces to a simple geometric distribution on number of

rate shifts, and we use this property to increase the efficiency of model selection with Bayes factors. Using

BAMM v2.5, we analysed phylogenies simulated with and without diversification heterogeneity across a broad

range of prior parameterizations. We also assessed the impact of the model prior onMCMC convergence times

and on diversification rate estimates.

3. For all simulation scenarios, model evidence (Bayes factor support) for the number of shifts is not sensitive to

the choice of model prior over the wide range examined here. The best-supported model found using BAMM

rarely includes spurious shifts (<2% of all runs) when diversification models are selected using Bayes factors.

BAMMwas reliably able to infer the true number of diversification rate shifts across prior expectations that var-

ied by three orders of magnitude. However, we find a strong effect of model prior onMCMC convergence prop-

erties: a flatter prior distribution (larger expected number of shifts) can dramatically increase the efficiency of the

MCMC simulation.

4. Our results support the use of a liberal model prior in BAMM, as it reduces computation timewithout distort-

ing the evidence for rate heterogeneity.

Key-words: Bayesian, Bayesian Analysis of Macroevolutionary Mixtures, birth–death model,

macroevolution, rate variation

Introduction

Species richness is unequally partitioned across the tree of life,

with some clades having far more species than their corre-

sponding sister lineages. Understanding the root causes of this

variation has long been a foundational research paradigm in

macroevolution (Sloss 1950; Raup 1985; Jetz et al. 2012;

Rabosky 2014). It is increasingly clear that much of the varia-

tion in species richness among clades involves differential rates

of speciation and extinction (Jablonski 2008; Alfaro et al.

2009). Hypotheses to explain patterns of species richness range

from the geographical complexity of regions in which different

clades occur (e.g. Heaney 1986) to key innovations (e.g. Simp-

son 1953; Liem 1973; Coyne & Orr 2004; Jablonski 2008).

However, the stochastic nature of the diversification process

can lead to variation in species richness that is not associated

with causal differences in macroevolutionary rates (Gould

et al. 1977). Hence, robust tests of macroevolutionary

hypotheses require methods that can identify differential rates

of speciation and extinction across the tree of life (Slowinski &

Guyer 1989; Phillimore& Price 2008; Rabosky 2014).

A number of methods have recently been developed that

allow researchers to model heterogeneous rates of speciation

and extinction across the branches of phylogenetic trees (Mad-

dison, Midford & Otto 2007; Alfaro et al. 2009; FitzJohn,

Maddison & Otto 2009; Morlon, Parsons & Plotkin 2011; Eti-

enne & Haegeman 2012; Beaulieu & O’Meara 2016). Bayesian

Analysis of Macroevolutionary Mixtures (BAMM; Rabosky

2014; Rabosky et al. 2014) is a method for automatically iden-

tifying heterogeneous mixtures of evolutionary rate regimes

across time-calibrated phylogenetic trees of extant taxa that*Correspondence author. E-mail: jonsmitc@umich.edu
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has been widely applied to diverse empirical data sets. BAMM

uses reversible-jump Markov chain Monte Carlo to approxi-

mate posterior distributions of diversificationmodels, enabling

researchers to reconstruct the number, magnitude and loca-

tions of rate shifts on phylogenetic trees. Shifts in evolutionary

rates can occur along any branch of the phylogenetic tree, and

the rates can vary through time within a rate regime (Rabosky

2014). This framework enables researchers to evaluate whether

clades vary in their speciation or extinction rate without speci-

fying particular clades to test a priori and can be used to assess

the relationship between character states and lineage diversifi-

cation rates (Rabosky&Huang 2015).

Perhaps, the most basic question that users seek to address

with BAMM is whether a given data set contains evidence for

variation in diversification rates among clades. BAMM simu-

lates a posterior distribution of diversification models and can

thus be used to compare the evidence favouring a simplemodel

with no diversification heterogeneity to the evidence favouring

models with more complex diversification dynamics. The com-

plexity of diversification models sampled with BAMM is a

function of the number of diversification rate shifts in the

model (k). The prior distribution on k is the model prior, and

we formally refer to a model with k shifts as model Mk.

BAMM assumes that the number of rate shifts follows a Pois-

son distribution, where the rate parameter of the Poisson pro-

cess is itself governed by an exponential hyperprior. This

exponential hyperprior is specified a priori by users of BAMM

(parameter ‘poissonRatePrior’).

In this article, we ask a simple question: Is model selection

with BAMM sensitive to the prior on the number of diversifi-

cation rate shifts?We have previously discussed the use of both

posterior probabilities (Rabosky 2014) and Bayes factors

(Rabosky et al. 2014) for inferring the number of diversifica-

tion shifts. We explicitly compare these approaches as a func-

tion of the prior distribution on the number of rate shifts. We

find that model posterior probabilities are only slightly influ-

enced by the model prior. However, we demonstrate that

Bayes factors are not sensitive to the model prior and we rec-

ommend their use for model selection with BAMM. We

describe several practical scenarios where manipulation of the

model prior can improve the statistical performance of

BAMM.

Materials andmethods

PRIOR PROBABIL ITY OF K SHIFTS IN BAMM

BAMM assumes that the number of rate shifts on the phylogeny is

Poisson-distributed with a rate parameterΛ, butΛ is itself drawn from

an exponential distributionwith rate parameter h. In the original imple-

mentation of BAMM, the program generated the prior distribution on

the number of shifts using simulation. Here, we show that this distribu-

tion has a simple analytical form, enabling us to compute the exact

prior probability of anymodel without recourse to simulation.

The probability of k shifts under the BAMMmodel is the product of

Poisson and exponential densities. It is well documented in the proba-

bility literature (e.g. Grimmett & Stirzaker 2001) that a Poisson process

with an exponentially distributed rate parameter simplifies to a geomet-

ric distributionwith p = 1/(exponential mean). This basic result follows

immediately fromGreenwood&Yule (1920), who derived the negative

binomial distribution as a mixture of Poisson random variables with

gammamixing weights. The exponential distribution is a special case of

the gamma distribution, and the geometric is a special case of the nega-

tive binomial. Correspondingly, the geometric distribution is a special

case of the gamma-Poisson mixture but where the gamma distribution

is parameterized as a simple exponential (e.g. shape = 1, scale = 1/

rate).

To demonstrate this property, note that we can integrate over the

Poisson parameter Λ to express the probability density of the number

of shifts as a function of exponential hyperprior h.

PrðkjhÞ ¼
Z1

0

PrðkjKÞPrðKjhÞdK eqn 1

This can be expanded to

PrðkjhÞ ¼
Z1

0

Kke�K

k!
he�hKdK eqn 2

and reduced to

¼ h
k!

Z1

0

Kke�Kð1þhÞdK: eqn 3

Equation (3) follows immediately from a hierarchical Poisson–expo-

nential model and can be solved analytically using a gamma function

identity, specifically:

Z1

0

Kxe�aKdK ! Cðxþ 1Þ
axþ1

eqn 4

and thus the full expression becomes

PrðkjhÞ ¼ Cðxþ 1Þ
k!

h

ð1þ hÞkþ1
¼ h

ðhþ 1Þkþ1
: eqn 5

Letting c = 1/h, we have the following:

PrðkjcÞ ¼ 1=c

ðð1=cÞ þ 1Þkþ1

1=c

ðð1=cÞ þ 1Þðð1=cÞ þ 1Þk

¼ 1

ðcþ 1Þ
� �

c
ðcþ 1Þ

� �k
eqn 6

which is simply a geometric distribution with parameter p = 1/(c + 1).

This well-known mathematical result facilitates more rapid and com-

prehensive evaluation of the prior. The mean of the distribution is

(1 � p)/p, meaning that the expected number of shifts under a particu-

lar exponential hyperprior is c. We now explicitly reference the model

prior in terms of the expected number of shifts, c.

This analytical formulation of the prior probability has been imple-

mented in BAMMtools (Rabosky et al. 2014;MEE) to facilitate diver-

sification model selection. Importantly, the original release of BAMM

(BAMMversions < 2.3.1) contained an error in the acceptance proba-

bility for MCMC moves that updated the Poisson rate parameter Λ
(first identified by C. An�e; see Fig. 1). Because this error amplified the

effects of themodel prior on the posterior density of rate shifts, we refer

to it as the ‘incorrect model prior’. We are grateful to C. An�e and B.

Larget for discussions that led to resolution of this issue and for check-

ing (May 2015) the analytical solution given above.Use of the incorrect

model prior would potentially have impacted BAMM analyses con-

ducted prior to June 2015. However, despite the severity of the

© 2016 The Authors. Methods in Ecology and Evolution © 2016 British Ecological Society, Methods in Ecology and Evolution
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incorrect model prior for some parameterizations (see below; Fig. 1),

our previous assessments of BAMM’s performance (Rabosky 2014;

Rabosky et al. 2014) nonetheless revealed good statistical performance

using BAMM’s default model prior parameterization (pois-

sonRatePrior = 1; Fig. S1, Supporting Information).

The use of a Poisson prior with an exponentially distributed

hyperprior (resulting in a geometric distribution of k) in BAMM

allows for consistent results across BAMM runs and is a conserva-

tive prior (as the zero-shift model is always the most likely out-

come). There are many possible alternative priors, such as a gamma

hyperprior on the mean of the Poisson prior resulting in a negative

binomial distribution of k. A negative binomial prior would allow

studies to directly compare model support after putting stronger pri-

ors on different values of k shifts (e.g. comparing the output of a

run where k = 2 has the highest prior probability to a run where

k = 3 does). The negative binomial in general could also allow for a

fatter tail to the distribution, potentially making it easier to explore

complex models. The open-source nature of the BAMM software

platform allows other workers to incorporate any alternative prior

they choose.

MODEL SELECTION WITH BAYES FACTORS

The analytical expression above makes it trivial to compute the prior

probability of a diversification model with k shifts under the process

modelled by BAMM. Model posterior probabilities can be taken

directly fromBAMMoutput. For a model of order k, this is simply the

frequency of posterior samples that includes k shifts. The Bayes factor

evidence favouring onemodel over another is the ratio ofmarginal like-

lihoods of the twomodels, which is identical to the posterior odds ratio

for the models divided by the prior odds ratio. For a model with k

shifts, Pr(Mk) and p(Mk) denote the posterior and prior probabilities,

respectively. For a pair of models with x and y shifts, the Bayes factor

evidence in favour ofmodel x is given by

BFx;y ¼ PrðMxÞ pðMyÞ
PrðMyÞpðMxÞ : eqn 7

Because the Bayes factor is a ratio of marginal likelihoods, it is

expected to be invariant with respect to the prior odds ratio of themod-

els. Rabosky (2014) used posterior probabilities for model selection,

but it is clear on theoretical grounds that Bayes factors are a more

robust framework for inference. Bayes factors are a metric of support

for a particular model relative to an alternative that takes into account

the prior probability of each model (Jeffreys 1935; Kass & Raftery

1995; Huelsenbeck, Larget & Alfaro 2004; Rabosky 2014). Larger

Bayes factors indicate greater support for the numerator model, with a

Bayes factor > 20 frequently interpreted as strong support, although

someworkers find lower values acceptable (seeKass &Raftery 1995).

There are at least two practical issues that we must address to use

Bayes factors in the BAMM framework. First, we can only compute

Bayes factors for sets of models where both the posterior and prior

probabilities are known (or estimated). The analytical prior formula-

tion above allows us to compute prior odds ratios for any pair of mod-

els, but we may be unable to approximate the posterior probability for

models that are rarely (or never) sampled in the posterior. Secondly, for

a set of N models, we obtain an N 9 N matrix of pairwise Bayes fac-

tors, and it is not immediately obvious how to select an overall ‘best’

model (Rabosky et al. 2014, MEE). We selected models in a stepwise

fashion using Bayes factors. Beginning with the least complex sampled

model (e.g. M0), and we used Bayes factors to determine whether or

not the next most complex model (e.g.M1) was better supported. If the

Bayes factor evidence supported the more complex model, then the

procedure is continued up to the next level of complexity (e.g. compar-

ingM2 toM1). The most complex model supported was then chosen as

the ‘best’ model.

To increase the stringency of this test, a Bayes factor threshold can

be chosen such that more complexmodels are only selected if they have

a minimum level of support (e.g. Bayes factor > 5). Increasing the level

of evidence needed to accept a more complex model will decrease the

probability of detecting too many shifts, but increase the probability of

detecting too few (a trade-off between type I and type II error rates).

Here, to rigorously test whether or not users could ‘stack the deck’ with

their selection of a model prior in BAMM, we selected a more complex

model if the corresponding Bayes factor evidence relative to the less-

complexmodel was greater than 1�0.

EFFECTS OF MODEL PRIOR: CONSTANT-RATE TREES

We first tested the effects of the model prior on the inferred number of

rate shifts when phylogenies are simulated in the absence of diversifica-

tion rate variation. We simulated 100 constant-rate phylogenetic trees

with 100 tips using the function sim.bd.taxa from the TreeSim package

(Stadler 2011). Values for the speciation rate (k) were drawn from an

exponential distribution with a rate parameter of 1, and the values

for extinction rates (l) were drawn such that the relative extinction rate

(l/k) was uniformly distributed on the interval [0, 0�9]. We analysed

these trees with the expected number of shifts (c) set to 0�1, 0�5, 1, 2, 10
and 20 using BAMMv 2.5.0). We ran each analysis for 3 000 000 gen-

erations and discarded the first 10% of samples as burn-in. We tabu-

lated the posterior probabilities of all classes of models sampled during

the BAMM run, and – for each model of order i > 0 – we computed

the pairwise Bayes factor between Mi and M0, or BFi,0. For
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Fig. 1. Prior probability of k shifts as a func-

tion of the prior mean (c) for the old (a) and

new (b) model priors. Use of the model prior

implemented in BAMM v2.3 and earlier

results in greater prior probability of large

shift numbers when c is large. However, the

difference between these implementations is

relatively minor for the default parameteriza-

tion of c = 1 (Figs 2, 3 and S1).
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comparison, we performed a parallel analysis using a outdated version

of BAMM that included an error in the acceptance probability for

MCMCmoves that updated the Poisson rate parameterΛ, because this
error was present in all released versions of BAMM < 2.4.We included

this comparison since many published empirical studies have used

BAMM v2.3 or lower. In addition to the model prior, BAMM also

places priors on speciation and extinction rates. The present study was

focused solely on assessing the impact of the model prior, and as such,

these other priors were held constant at their default values (exponen-

tial distributionwithmean of 1�0) across all simulations.

EFFECTS OF MODEL PRIOR: TREES WITH RATE SHIFTS

To assess the effects of the model prior on inference when diversifica-

tion rate shifts are present, we re-analysed the original set of rate-vari-

able phylogenies used in Rabosky’s (2014) validation of BAMM’s

performance; this distribution of trees is available at Dryad (doi:

10.5061/dryad.hn1vn). The trees in this data set were simulated with

one, two, three or four shifts in diversification rate regimes and range

from 54 to 882 tips. Each ‘shift regime’ is a distinct linear diversity-

dependent diversification process (speciation rate declines linearly with

total clade richness; see Rabosky 2014 for more simulation details),

and diversification rates thus vary among lineages and through time. A

complete description of the simulation algorithm used to generate these

phylogenies is found in Rabosky (2014). Due to computational

resource availability, we analysed the first 300 trees for each number

of simulated rate shifts (1, 2, 3 and 4) using priors on c equal to 0�1, 1
and 100.

We note that, as in the original analysis of BAMM’s performance

(Rabosky 2014), the generating model is not identical to the inference

model: phylogenies were simulated under a mixture of pure diversity-

dependent processes, but speciation rates within BAMM rate regimes

are restricted to a time-dependent exponential model. This functional

relationship between speciation rate and time is expected to provide a

good approximation to linear diversity-dependent dynamics (Quental

& Marshall 2010; Rabosky 2014), but affords several computational

advantages over formal diversity-dependent models (Etienne &

Haegeman 2012).

Finally, we assessed the relationship between the model prior and

the accuracy with which BAMM reconstructs both speciation rates

and rate shift location. Speciation rate accuracy was measured as the

ratio between the estimated and generating values of k as per Rabosky

(2014). To assess shift location, we created a pairwise cohort matrix

(Rabosky et al. 2014) for each tree. A cohort matrix is, for a phylogeny

of N taxa, an N 9 N matrix describing the pairwise probability that

the ith and jth taxa are assigned to the same evolutionary rate regime.

We graphically describe the use of cohort matrices for measuring shift

accuracy in Appendix S1. For the ‘true’ cohort matrix, each value of

the cohortmatrix takes a value of 1 (if a given pair of taxa is in the same

rate regime) and 0 (if the pair of taxa is in different rate regimes). We

denote the true probability that two taxa are in the same regime with

Ci,k. Each element Di,k of the ‘observed’ cohort matrix, derived from

BAMManalysis, is computed as

Di;k ¼ 1

V

XV
z¼1

Ii;k;z eqn 8

whereV is the number of samples in the posterior and Ii,k,z is an indica-

tor variable taking a value of 1 if the ith and kth taxa from posterior

sample z are assigned to the same rate regime and 0 otherwise.We used

the average of the absolute value of the differences between the true

cohort matrix and BAMM-reconstructed cohort matrix as an index of

location accuracy, a quantity that we compute as

2

NðN� 1Þ
XN
k¼2

Xk�1

i¼1

jCi;k �Di;kj: eqn 9

This statistic represents the average probability that BAMMhas cor-

rectly determined the relationship between any two taxa (‘same regime’

or ‘different regime’) in the phylogeny. An overall value of 1�0 indicates
that all pairs of species have been correctly assigned; this value can only

be achieved if BAMM recovers the true locations of rate shifts with

100% accuracy in all samples from the posterior. Conversely, a value

of 0 implies that all pairs of taxa are incorrectly assigned (e.g. species

from different regimes are consistently assigned to the same evolution-

ary rate regime and species from the same regime are placed in different

ones).

We computed this index for trees that were analysed with different

model priors (c = 0�1, 1 and 100). We then compared the accuracy of

BAMM shift reconstructions to randomized shift placements. For a

given BAMM analysis, a single such randomization involved sampling

a shift configuration from the posterior and probabilistically assigning

the observed number of shifts to branches based on the branch-specific

prior probability of a shift; shifts were thus randomly and uniformly

distributed across trees.

Results

For constant-rate (zero-shift) simulations, when we compared

the Bayes factor evidence formodelM1 tomodelM0, we found

no effect of the model prior (Fig. 2a). However, there is a rela-

tively modest effect of the model prior on the posterior proba-

bility of model M0 which approaches an asymptote of

approximately 0�5 for c > 5, which also did not lead to the

rejection of the constant-rate model (Fig. 2b).Model inference

is thus not sensitive the prior across a broad range of expected

shift numbers (c = 0�1 to c = 100).We did not observe positive

evidence (Bayes factors > 1) for one or more shifts in any of

the 100 simulated constant-rate phylogenies, thus indicating a

very low type I error rate for BAMM on constant-rate phylo-

genies. In contrast, model selection under the incorrect prior

(BAMM v2.3 and earlier) is substantially influenced by the

prior parameterization, regardless of whether model selection

is performed using Bayes factors (Fig. 3a) or posterior proba-

bilities (Fig. 3b). However, even with the incorrect prior, we

found no evidence of bias towards (spurious) rate heterogene-

ity under BAMM’s default prior (c = 1; Fig. S1).

The incorrect model prior (BAMMv. 2.3 and earlier) is now

dropped from further consideration; all results below reflect

only the correct implementation of the model prior in BAMM

(see Appendix S2 for a comparison of a previous data set anal-

ysed using both the old, incorrect model prior and the new;

Figs S2 and S3).

For each simulation scenario (e.g. constant rate; 1-shift), we

found the average posterior probability for each value of k

across all simulated phylogenies under three prior parameteri-

zations (Fig. 4). The best-fittingmodel was chosen using Bayes

factor comparisons, and this best model was most often equal

to the generating model (Fig. 5). The stepwise Bayes factor

procedure selected models that were more complex than the

true (generating) model in fewer than 2%of all trees with shifts
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(the highest rate was 3�1% in the 4-shift trees with c = 0�1;
Fig. 5). As the number of shifts increased, the probability of

selecting a less-complex model increased, suggesting that even

under very liberal priors BAMM is conservative and more

prone to low power than to the inference of spurious rate

regimes. Critically, we find no evidence that use of flatter prior

values (e.g. high number of expected shifts) can lead to biased

inference with BAMMwhen Bayes factors are used for model

selection.

In general, the very liberal prior (c = 100) produced better

convergence performance with higher effective sample sizes

(Fig. 6). However, the model prior does not appear to impact

the accuracy with which BAMM reconstructs shift locations

(Fig. 7). For all three prior parameterizations, BAMM consis-

tently identified the correct pairwise relationship between taxa

(‘same regime’ or ‘different regime’) for the overwhelming

majority of such comparisons. Likewise, the mean propor-

tional error in speciation rate (Table 1) did not vary substan-

tially with the model prior. The error associated with

speciation rates is impacted by the number, location and mag-

nitude of the shifts as well as the assumptions of the model, so

low error in the rate estimatemeans that BAMMis performing

well. To test consistency among runs, we compared the esti-

mates of the tip rates (k and l) for the 4-shift trees between

model priors of c = 0�1 and c = 100 and found that separate

runs produced highly correlated results for a clear majority of

trees (Fig. 8). These results on accuracy and consistency

between runs with different values of the model prior suggest

that c has little impact on estimates of tip rates. It is still possi-

ble that researchers could bias their estimate of tip rates by

placing extremely strong priors on the number of shifts (e.g.

c = 0�00001), but we find no evidence that rates are biased
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Fig. 2. Distribution (median and 5–95% quantiles) of model support values across constant-rate trees as a function of the model prior (expected

number of shifts; c) in recent versions (v 2.4+) of BAMM. (a) Bayes factor evidence favouring a model with rate variation (one-shift) relative to the

true (zero-shift) model. Bayes factors greater than one indicate support for a model with rate variation; horizontal dashed line corresponds to strong

or ‘significant’ Bayes factor support (BF = 20) in favour of rate variation. (b) Posterior probabilities of the zero-shift model as a function of c. Bayes
factor evidence for rate variation is not sensitive with respect to the prior (a), and even liberal prior distributions (e.g. c = 100) yield no evidence for

rate variation for constant-rate phylogenies. Posterior probabilities are influenced by themodel prior (b) but did not achieve conventional thresholds

(P = 0�05) for rejecting the true (zero-shift) model, evenwith liberal model priors.
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Fig. 3. Distribution (median and 5–95%quantiles) of model support values across constant-rate trees as a function of the model prior for old (v 2.3

and earlier) versions of BAMM,which contained an error in theHastings ratio calculation forMCMCmoves that updated the Poisson rate parame-

terΛ. (a) Bayes factor evidence favouring a model with rate variation (one-shift) relative to the true (zero-shift) model. (b) Posterior probabilities of

the zero-shift model as a function of c. The incorrect implementationmagnified the effects of the prior on the posterior relative to the correctMCMC

implementation.However, across the range ofmodel priors (c = 0�1 to c = 100), Bayes factors did not result in strong evidence (BF = 20; horizontal

dashed line) for models with rate variation, despite increasing support for overly complex models with increasing c. The default model prior in

BAMM (c = 1 for all versions) does not typically support models with too many shifts, even when posterior probabilities alone are used for model

selection (b), although increasing c did increase support for overly complexmodels in the old version of BAMM.
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across prior parameterizations that varied by three orders of

magnitude.

Discussion

We demonstrate that diversification model selection with

BAMM is largely robust to choice of model prior (Fig. 2).

BAMM successfully detected the correct number of shifts in

the majority of simulated data sets and rarely selected overly

complex models (Figs 2 and 3). However, as the number of

shifts increased, the probability of selecting a less-complex

model increased (Figs 4 and 5). This result implies that

BAMM is slightly conservative, even under very liberal priors.

Critically, using a flatter prior value (high number of expected

shifts) did not ‘stack the deck’ in favour of selecting excessively

complex models when using Bayes factors for model selection.

When constant-rate phylogenies were analysed with BAMM,

we found a striking invariance of Bayes factors to the model

prior (Fig. 2).

BAMM underestimated the number of rate shifts in a

substantial fraction of the simulated trees (low power to

detect some shifts). However, the simulation algorithm
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Fig. 4. Marginal posterior probability distributions on the number of shifts for phylogenies simulated with and without rate heterogeneity, under

three prior parameterizations (c = 0�1, 1 and 100). Histograms represent the mean of the corresponding marginal posterior distributions across all

simulated phylogenies with a specified level of rate heterogeneity (rows). Top row consists of 100 constant-rate trees; rows 2–5 correspond to distribu-
tions of phylogenies with 1, 2, 3 and 4 shifts, respectively. Phylogenies with rate variation are taken fromRabosky (2014). The prior distribution on

the number of shifts (red line) is illustrated in each panel; filled histogrambars correspond to the true number of shifts for each simulation scenario.
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allowed multiple shifts to occur in close temporal and topo-

logical proximity on the tree. When rate shifts are very close

temporally, our ability to estimate them should be greatly

reduced, as there is less time for new lineages and branch

length (e.g. data) to accumulate between the rate shifts. Fur-

thermore, all simulated shifts entailed sampling parameters

from an identical distribution, such that speciation and

extinction rates themselves may not have varied substan-

tially between some shifts. Similarity in rate parameters for

adjacent shift regimes would have further reduced our

ability to detect rate heterogeneity. Rabosky (2014) observed

a similar reduction in statistical power with increasing num-

bers of shifts, but BAMM was nonetheless able to reliably

infer branch-specific variation in the rate of speciation even

when the number of shifts was underestimated.

The effects of the model prior on speciation and extinction

rates appear to be limited, as the two most extreme model pri-

ors (c = 0�1 vs. c = 100) produced highly correlated diversifi-

cation rate estimates for trees with four rate shifts. These

results pertain specifically to the model prior (i.e. the number
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Fig. 5. Frequency distribution of the ‘best model’ across sets of phylogenies simulated under five diversification scenarios (rows), selected using the

stepwise Bayes factor procedure described in the text. Each column represents analyses donewith a differentmodel prior (left column c = 0�1,middle

column c = 1, right column c = 100); rows (top to bottom) denote sets of phylogenies with 0, 1, 2, 3 and 4 shifts, respectively. Black bars in each
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model contained an excessive number of shifts (e.g. type I error) in 2% of trees for each set of analyses. Panels only show trees that had reached con-

vergence (effective sample size > 200) with a minimum of 150 trees in each panel (other than the constant-rate panels where all trees converged).

Convergence problems arose for some analyses with c = 0�1 (see Fig. 6).
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of expected shifts, c), as we did not explore the impact of the

rate parameter priors. The effects of the rate parameter priors

on posterior estimates of speciation and extinction rates in

BAMM remain largely unexplored (but see Callahan &

McPeek 2016 for an empirical example).

Choice of model prior has a substantial effect on the effi-

ciency of the MCMC simulation in BAMM. Restrictive

prior distributions led to poor MCMC convergence proper-

ties in our analyses. We speculate that this result is attributa-

ble to the flattening of the posterior probability landscape

that occurs with increasingly liberal priors in BAMM’s com-

pound Poisson process model of rate variation. A flatter

model prior allows the MCMC algorithm to explore a larger

amount of parameter space and converge more quickly by

flattening the posterior probability surface with respect to

the number of rate shifts.

The simple analytical form of the prior (geometric; eqn 6)

allows us to calculate the prior probability of any number of

shifts precisely. This is a substantial advance relative to earlier

versions of BAMM, which relied on explicit simulation of the

prior distribution on the number of rate shifts. For very large

trees, it may be the case that samples from the posterior never

include the no-shift model (e.g. 6000+ tip trees for birds and

fish; Rabosky et al. 2013; Rabosky &Huang 2016), leading to

difficulties in computing Bayes factors where the posterior

probability of one model is poorly estimated. The model prior

in BAMM decreases monotonically from zero shifts, which

means that modelM0 (zero shifts) always has the highest prior

probability regardless of c. This simple property of the prior

distribution implies that failure to samplemodelM0 in the pos-

terior is evidence for rate heterogeneity when c is low. How-

ever, if M0 is unsampled, it is difficult to estimate the

corresponding posterior probability of the model with any

degree of accuracy, and estimates ofmodel posterior probabili-

ties are essential for computing Bayes factors.

Our stepwise procedure for selecting the best-fitted

model using Bayes factors always selected the better sup-

ported model, even when the difference in support was

small relative to the increase in complexity (i.e. a thresh-

old of 1�0). Although we observed good statistical
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Fig. 6. Spindle plots illustrating effects of

model prior on convergence properties of the

Markov chain Monte Carlo simulation in

BAMM. Each panel shows the distribution

of effective sample sizes in the number of rate

shifts for trees simulated with k = 1, 2, 3 or 4

rate shifts (described by Rabosky 2014 and

in the text) and analysed with three different

model prior values (c = 0�1, 1 and 100).

Width of bars is proportional to the number

of trees with effective sample sizes that fall

into each bin. A set of analyses with good

convergence properties would appear ‘top-

heavy’; conversely, a set of analyses with

poor convergence properties would appear

‘bottom-heavy’, reflecting a high proportion

of analyses with low effective sample sizes.

Analyses that specified larger values of c (ex-

pected numbers of shifts) result in larger

effective sample sizes (i.e. chains run with lib-

eral priors were more likely to converge and

converged more quickly), relative to analyses

with small values of c.

© 2016 The Authors. Methods in Ecology and Evolution © 2016 British Ecological Society, Methods in Ecology and Evolution

8 J. S. Mitchell & D. L. Rabosky



performance for constant- and variable-rate trees,

researchers may want to choose a higher Bayes factor

threshold to be more conservative in some cases. Also,

this procedure assumes that unsampled models are so

poorly supported that they can be ignored. It is possible

to relax this assumption by approximating the ‘maximum’

posterior probability of the unsampled model: PMAX = 1/

(Z + 1), where Z is the number of samples in the poste-

rior simulated with MCMC. In general, we expect that

the true posterior probability of a model that is never

sampled is less than this value, making this a reasonably

conservative and quick approximation.

Alternatively, as a more rigorous but computationally

demanding method, Huelsenbeck, Larget & Alfaro (2004)

provide a framework for approximating the posterior

probability of an unsampled model. In their approach, a

second posterior distribution is generated using a seeded

prior, in which the unsampled model of interest is very

strongly favoured. Huelsenbeck, Larget & Alfaro (2004)

provide an equation, reproduced below, for calculating

the posterior probability of the unsampled model given

the prior and posterior from the seeded and unseeded

priors:

Pr
0ðMjXÞ ¼

PrðMijXÞ Pr
0 ðMiÞ

PrðMiÞP
j PrðMjjXÞ Pr

0 ðMjÞ
PrðMjÞ

eqn 10

where X is the observed data, Pr0 (M) is the posterior distribu-

tion of amodel under the unseeded prior, and Pr(M) is the pos-

terior of a model under the seeded prior. This allows a

researcher interested in examining the probability of a zero-

shift model to simulate a posterior distribution of shift configu-

rations under a seeded prior that will maximize the probability

that a no-shift model is sampled in the posterior. Using the

prior and posterior from the seeded run, it is possible to use

eqn 10 to compute the posterior of the unsampled model for

the unseeded run. The downside to this approach is that, for
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Fig. 7. Shift location accuracy is independent of model prior. For each

tree, we computed the mean cohort assignment accuracy, a measure of

the extent towhichBAMMcorrectly assigns taxa to the same (or differ-

ent) rate regime. On average, cohort accuracy under each prior

exceeded 0�95. Values of 1�0 can only be obtained when BAMM cor-

rectly infers the correct location of all rate shifts for each sample from

the posterior. For comparison, the distribution of mean cohort assign-

ment accuracies is shown after randomizing shift locations across the

focal phylogenies.

Table 1. Proportionality ratios for speciation rates (estimated vs. true)

under each of the differing priors. For each tree, we used the mean

value of the estimated k for each branch divided by the true k value for

that branch. A value of 1 indicates that across all of the trees, the aver-

age estimated value of k was identical to the value used to generate the

trees. These values are consistent with the results shown in Rabosky

(2014) using these same trees.

Model c = 0�1 c = 1 c = 100

k = 1 1�02 0�99 0�99
k = 2 0�94 0�88 0�88
k = 3 0�88 0�85 0�84
k = 4 0�86 0�81 0�81
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Fig. 8. Estimates of speciation and extinction rates are highly correlated across different model priors. Each phylogeny from the 4-shift data set was

analysedwith BAMMundermodel priors of c = 0�1 and c = 100. For each tree, we computed the Pearson correlation between tip-specific estimates

of the rate of speciation (a) or extinction (b) under the two priors; highly correlated estimates indicate that BAMM runs with these very different

model priors resulted in concordant estimates of evolutionary rates. A small number of trees showed low correlations (~0) in tip rate estimates; these

analyses generally involved runs wheremost of the posterior shift distribution for the conservativemodel prior (c = 0�1) was centred on 0 or 1 shift.
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very large empirical trees with high levels of rate variation, an

extraordinarily restrictive prior must be used, and – as we have
shown – use of more restrictive priors can decrease MCMC

efficiency and lead to convergence problems.

In summary, we have demonstrated that inference of the

number of diversification rate shifts on a phylogeny in BAMM

is robust to the choice of model prior when Bayes factors are

used as a criterion for model selection. Regardless of model

prior, BAMM analyses rarely found support for overly com-

plex models. Rates of speciation and extinction at the tips of

the phylogeny appear to be relatively insensitive to the model

prior, although further research is needed on the sensitivity of

BAMM analyses to variation in speciation and extinction rate

priors. Even when a model of interest (such as the zero-shift

model) is not sampled in the posterior, there are several possi-

blemethods for computing ameaningful Bayes factor to assess

support. Because model selection using Bayes factors is robust

to the choice of model prior, and because MCMC efficiency

appears to be positively correlated with the mean of the prior

distribution on the number of shifts, we recommend the use of

a liberal model prior in studies using BAMM.
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